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Abstract

This report presents the submission made for DiICOVA 2021
challenge from Human Language Technology (HLT) Labora-
tory, National University of Singapore (NUS). The challenge
focuses on two tracks that aims to detect COVID-19 using
voice. We participate the Track 1 of the challenge, which deals
with detection using cough sounds from individuals. In this
challenge, we use a few novel acoustic cues based on long-
term transform, gammatone filterbank and equivalent rectan-
gular bandwidth spectrum. We evaluate these representations
using logistic regression, random forest and multilayer percep-
tron classifiers for detection of COVID-19. On the blinded test
set, we obtain an area under the ROC curve (AUC) of 83.49%
for the best system submitted to the challenge.

Index Terms: COVID-19, acoustics, cough, Gammatone, Con-
stant Q, equivalent rectangular bandwidth

1. System Description

In this work, we focus on novel acoustic front-ends for detec-
tion of COVID-19 given the fact that the data for the challenge
is very limited. We consider long-term transform, gammatone
filterbank and equivalent rectangular bandwidth spectrum based
acoustic cues for capturing discriminative signal characteristics
for detection of COVID-19.

1.1. Methodology Overview

We follow the baseline recipe given by the organizers for train-
ing the model for 5-fold cross validation. For testing, we use
the entire training data to build the model and test scores are
computed using this model.

1.2. Feature Description

In our system, we use the following acoustic features:

1. Mel frequency cepstral coefficients (MFCC):
We consider the most widely used mel frequency cep-
stral coefficient (MFCC) features [1], which is also used
as for challenge baseline given from the organizers. The
MFCC extraction process remains the same as that of the
challenge baseline, to obtain 39-dimensional features af-
ter energy based voice activity detection (VAD).

2. Constant-Q transform (CQT) spectrum:

The constant-Q transform (CQT) [2] is a long term win-
dow transform, which has been provided to be effective
for various classification tasks previously [3, 4]. We
consider the log power spectrum of CQT as one of the
front-ends in these research studies. The extraction pro-
cess follows our previous work given in [5]. We use

LibROSA toolkit in python to extract CQT features from
the speech signal.

3. Gammatone cepstral coefficients (GTCC):

Literature shows that the impulse response associated
with basilar membrane vibrations are highly correlated
with Gammatone signals [6, 7]. In addition, Gammatone
filterbanks have been widely used for many sound clas-
sification research problems [8]. The GTCC features are
extracted along with dynamic features delta and delta-
delta using audioFeatureExtractor of MATLAB
audio toolbox.

4. Equivalent rectangle bandwidth (ERB) spectrum:

The equivalent rectangular bandwidth (ERB) frequency
scale is a psychoacoustic measure of the auditory filter
width on different location of cochlea [9]. The ERB fre-
quency scale is used in the Gammatone filterbank de-
sign. The ERB spectrum (erbSpec) is extracted with 43
number of bands using audioFeatureExtractor
of MATLAB audio toolbox. To expand the dynamic
range of feature vectors, we applied logarithm to spec-
tral features. Furhter for feature computation, the frames
containing very smaller values are expected to be the part
of silence and hence removed.

1.3. Classifier Description

In this work, we used the three classifiers, namely, logistic re-
gression (LR), Random Forest (RF) and Multilayer Perceptron
(MLP). They are also considered by the organizers for the chal-
lenge baseline [10]. Therefore, we keep the parameters related
to each of them same following that of the baseline.

1.4. Results

Table 1 shows the performance with different combinations of
acoustic features and classifier that we explored in this study.
The performance of the system is evaluated using area under
the ROC curve (AUC), which is the official performance metric
of the challenge. Our experimental results show that RF and
MLP classifiers perform relatively better than LR for most of
the front-ends. It is noted that as the test set results are avail-
able for only a limited number of submissions on the leader-
board for each team, we could not report results on the test set
for a few systems. Therefore, we submitted the systems us-
ing RF and MLP classifiers for our investigated features as they
performed better than LR classifier in most of the cases on the
validation set. The erbSpec feature is relatively better acoustic
feature among other features on both validation and test sets. In
particular, erbSpec with RF performs the best among the differ-
ent single systems as shown in Table 1. We find GTCC feature



Table 1: Performance of various systems submitted to DiCOVA
2021 challenge.

System Validation Test
(Feature-Classifier) | AUC (%) | AUC (%)
MFCC-LR 64.04 60.83
MFCC-RF 67.71 66.77
MFCC-MLP 69.36 66.09
CQT-LR 65.48 -
CQT-RF 71.95 68.85
CQT-MLP 68.71 71.79
GTCC-LR 64.84 -
GTCC-RF 68.65 72.68
GTCC-MLP 68.61 78.61
erbSpec-LR 67.54 -
erbSpec-RF 73.41 81.89
erbSpec-MLP 68.17 65.38

Table 2: Performance for score-level fusion of erbSpec-RF and
GTCC-MLP systems submitted to DiCOVA 2021 challenge.

Weight | Validation Test
(o) AUC (%) | AUC (%)
0.5 69.98 82.42
0.9 71.95 83.49

with MLP classifier performs as the second best system. It is
worth to be noted that both these single systems outperforms
the challenge baselines with MFCC features by a large margin
as can be viewed from Table 1.

We also perform some analysis for score-level fusion using
the two best single systems described above. A weighted score
level fusion is adopted for this study, where we fuse the scores
obtained from erbSpec-RF and GTCC-MLP as follows:

Stusion = aSerbSpec-RF + (1 - OC)SGTCC-MLP (D

where « is the weighted ratio and Serspec-rFs SGrcc-mip and
Stusion Tepresent the scores from erbSpec-RF, GTCC-MLP sys-
tems and the final fused score.

Table 2 shows the analysis for the fusion studies carried out
with the two best single systems. We consider two weighted
combinations for this study. For the first one, we consider equal
weights for the both systems and for the second one, we put a
higher weight for erbSpec-RF system as it performed the best

for both validation as well as test set among all our single sys-
tems. From Table 2 we observe that fusion of the two systems
improve the performance for both cases, which is more signifi-
cant when a higher weightage is given for erbSpec-RF system.
Thus, our best system submitted to the challenge achieves an
AUC of 83.49% on the test set, which is comparable to the top
systems submitted to the challenge.
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